ital Image Processing and Analysis

L
7| 11|51 16 51 60| 21 62 29 |36 | 36 |39
54 |48 | 32| 21 A 43162183 |73  |49|55|58 |47
5270|2243 32| 24|32]|60 42 | 47 | 27 | 52
58 | 62 | 60 | 33 60 | 88 | 21| 49 59 (75|41 41
Example: 1st Pixel (7 + 51)/2 = 29
(a) Image addition
22| 25| 24| 26 27| 26| 23| 22 S|-1| 1| 4
23| 26| 27| 28 2312528 | 29 _ ol 1]-1]|-
26|27|20]25|  |26|30|20(23| [o|a|o0]2 !
281 30|26 | 28 28126 | 22| 27 0| 4|41
Example: 1st Pixel 22 -27 = 5
(b) Image subtraction
7% 8| 5| 7 718517 49 | 64| 25| 49
5|16 | 8|7 5|16 |8|7 B 25| 36| 64|49
37165 ) 317|6|5 B 9 | 49|36 25
2(4(3]|5 2|4a|3|5 4 |16( 9|25

Example: 1st Pixel 7 X 7 = 49
(c) Image multiplication

Image arithmetic operations

7.6 IMAGE CLASSIFICATION .

is to classify the object into one of several

categories. Classification of remotely sensed data is. a?'lueved by ass;sn;ng :,c:zi:
with respect to groups with homogeneous chz}mctcnsucs sr.) !ha:' 1?1.1-1[_11‘[:;: obj s, Fﬂ
in a scene can be discriminated. The level is called (.'.f{l.\S. F:clbﬁlll{.ﬂ lon may, U
therefore, be defined as the process of assigm!ng the pixels .-1-!;1 anl'un.:a{gc' :[:)t;; igsl
finite number of individual classes based on the.lr DN v:alues.l e :: assi 1|c; i )
usually based on the patterns of their DN, spatial felanons;lp w'l][‘}len[ill-%-[: c::;—; ,ﬁ
Pixels, and relationships between data acquired on dlfff:rcnft aé:o.esI_lce measur};mems{ \
IS not geometric in character; rather it refers to the §et 0 Tlia mb' measureme c"- )
obtained in the various wavelength bapds for ea}Ch P““ﬁl_- a]: i(:njaei: 1 s;:r inlainagtc
classification are to detect different kinds of ‘iealu!'?s 1tn'm Jm ih,un ;cs e
the distinctive shapes and patierns. and 10 1de:}ll 3 SCHROTE Clb A
image. Classification transforms the image data into information. ¢ asi "

is COrl.Eidcred as the most important technique to extract information from

A major task after feature extraction
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202 Surveying =

i ion i ented by digit; ers in spectral bands. Digitg]
eC ' is represented by digital numbers 1 |
Spectral information p 2 pisel based on this speci

image classification attempts to classify each indi\'idu. _
::::i:i;:.:tm The object ispm assign all pixels in th‘c_nm'lg:r 1o p:li.litllc‘ular L‘.li‘lSSQS or
themes, ¢.g.. water, wheat, ete. The resulting FIHSSlllCd lftldg'f' ‘:‘-‘!r <‘-(:.ﬂlpr::~e of an
array of pixels, each of which belongs to a particular Ihm} LC Tlhi:]lc.d. mn‘ é-e\“Tm"y
comprises image classification scheme—usually classes -““"- :‘f’ d'f:m" ture,
forest, elc.. image processing—geometric COLECian, atmospheric ‘L_O frection,
noise suppression, image enhancement, eic.. framing signa nm'S. s?.lfq“.}n, -:?f the
particular features which best describe the pattern; decision—choice of suitable
method for comparing the image patterns with the target patterns: and accuracy
assessmeni—comparing classification results with the field .Rll.ldlES. .

Different landcover types in an image can be discriminated using some

imugc classification ;ﬂguri[hms, using sl‘lccll'ul features, i.c., the hrighlne'ss and
colour information contained in cach pixel. The procedure can be supervised or
unsupervised, depending upon whether or not a set of prototype is available. In
the supervised classification system, also called supervised learning. each pixel
s supervised for the categorisation of the data by specifying to the™Computer
algorithm, numerical descriptors o!‘ vartous class types. The steps involved in

Typical supervised classification are training stage—identification of the training
areas (representative sample sites of known landcover type) and development
of a numerical description of the spectral attributes of the class or landcover
types-classification stage—categorisation of each pixel. in the whole image,
into landcover class to which it closely resembles: and numerical mathematical
approaches—for application to spectral pattern recognition to form the class
signature. These are shown in Fig, 7.22.

.{3' sl U [

Categorised set
(Digital numbers replaced

Image data set by category types)
(Five digital numbers FIFIFIFIFTFIEIEIFIE
per pixel FIF|FIF|F[F|F[F[F
H Pixel 3.7) [FIF|F|F[F[F[FIF[MM
\ S|S[F|F[F[F|,|R[MM
:k WIW|IS|F|F[FIR|R|MM
Bis- WIW|S|F|F[F|F|R[R
S / WIWIW| STESFIFIR[R
5 WIWIW[SIF[FIFIFIRIF
5 J WIWIWIW|S|F|F|F|F|F
' (1) Training Stage (2) Classification Stage 3)0
) tput Stage
| Collect numqng:al C_ompare each unknown ( lp;&m resngut:
L data from training pixel to spectral patterns; classified image
| areas on spectral assign to most similar
response patterns category
of land use
categories

I- Steps in supervised classification

The unsupervised classification (uns
ing data as the basis of classi

- examine

upervised learning) system does not

[ ] 1]
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unknown pixels in the image, and aggregate them into a number of classes
ed on the "““'_ml groupings (cluster) present in the image. The classes that rt;s;ult
o this type of L"“’f‘“'ﬁf‘_“mﬂ are spectral classes. Because they are based solely
n (he nzuurlul_ grmuipl-".%-“ l”" the 'Mage values, the identity of the spectral classes
yill not be nitially known. Unsupervised classification consists in identification,
abelling and mapping of these natural classes. The analyst then assigns a landcover

1o each cluster. thxs |-nethud I used when less information about the data is
ailable before classification.
a

1] N OSSO " Ay 1 wrs Foa yope
| Each cla s of landcover is referred 1o as q theme and the product of classification
as thematicmap.

The utility of image ClﬂSSlﬁ‘CEllmn depends on the requirement of the end user.
The output product may CDHH‘III‘I the imterpreted information in virtually unlimited
forms: the commonly used forms are graphic, tabular,” and digital information

files.
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